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Abstract

Uncertainty, lack of transit system awareness, and feelings of isolation have negative impact on all riders, regardless of abilities, thereby reducing community livability and transit demand. Lower transit demand, in turn, decreases economic competitiveness and environmental sustainability.

The goal of this project is to facilitate information sharing as a means of improving the transit experience of all riders, especially for those who cannot drive. This effort is intended to leverage our existing system, Tiramisu (“pick me up” in Italian), a social-mobile computing system intended to connect riders and transit service providers using universal design. Under other funds, the team is currently advancing Tiramisu by implementing a rider-to-rider and rider-to-agency messaging system to help improve rider and agency awareness of current transit system state. The deployed message system will also allow riders to report situations observed and for the transit agency to push out critical news to riders who may be impacted by an unfolding situation.

Under this UTC project, the team seeks to research and develop methods for gathering support safety related messaging and other information from related, distributed sources for dissemination through the Tiramisu message channel. The intent is also to provide a method for such messages to also be shared with other T-SET UTC systems. While it is straightforward for a programmer to write custom code to extract relevant information from websites, this approach is expensive, brittle, and does not scale beyond a small number of sources.

Therefore, the team has focused on methods to allow non-programmers (e.g., administrative assistants, planners, etc) to train the information gathering system on websites of interest. This will allow rapid information gathering from a wide range of sources, low-cost repair when websites change, and scalability.
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The Problem

Overview

Uncertainty, lack of transit system awareness, and feelings of isolation have negative impact on all riders, regardless of abilities, thereby reducing community livability and transit demand. Lower transit demand, in turn, decreases economic competitiveness and environmental sustainability. Lack of awareness can be exacerbated during detours, unexpected events, and emergency scenarios. In some cases, it can also decrease safety or expose the rider to severe weather.

The goal of this project is to facilitate information sharing as a means of improving the transit experience of all riders, especially for those who cannot drive. This effort is intended to leverage our existing system, Tiramisu ("pick me up" in Italian), a social-mobile computing system intended to connect riders and transit service providers using universal design. Under other funds, the team is currently advancing Tiramisu by implementing a rider-to-rider and rider-to-agency messaging system to help improve rider and agency awareness of current transit system state. The deployed message system will also allow riders to report situations observed and for the transit agency to push out critical news to riders who may be impacted by an unfolding situation.

Under this UTC project, the team seeks to research and develop methods for gathering situational and safety related information from related, distributed sources for dissemination through the Tiramisu message channel. The intent is also to provide a method for such messages to be shared with other T-SET UTC systems. While it is straightforward for a programmer to write custom code to extract relevant information from websites, this approach is expensive, brittle, and does not scale beyond a small number of sources.

Therefore, the team has focused on methods to allow non-programmers (e.g., administrative assistants, planners, etc) to train the information gathering system on websites of interest. This will allow rapid information gathering from a wide range of sources, low-cost repair when websites change, and scalability.

Building Information Tables from Distributed Web Sources

The web provides access to a large quantity of relational data that users consult frequently for travel decisions. Automated tools, however, generally cannot understand the relational data, making it difficult for users to track, acquire, and integrate data. For example, a transit agency may need to relay information about regular detours to riders due to home sporting events, which may change due to rescheduling or rain delays. Organizations, like transit agencies and planning commissions, typically fill this gap with human users.
Previously, we have found (Zimmerman et al. 2009) that administrative users spend a lot of time manually building tables from web relational data. Given a fixed target schema (model) and lots of data, machine learning models can successfully extract relationships, but users encounter novel or idiosyncrasies which create problems for reusability and generalizability. We believe a better approach is to provide nonprogrammers the ability to teach the system new schemas for the websites they regularly visit and support sharing to other users. This will grow the number of websites that can be processed over time.

Our approach incorporates end users’ embrace of spreadsheet tables for relational data (Lin et al. 2009; Zimmerman et al. 2009) and asks the users to perform familiar actions within an instrumented web experience. We attempt to strike a bargain with the user, whereby the user executes only a subset of the selection actions required. From these examples, our system applies programming by demonstration to extrapolate the rest of the table in real-time. The user can review and revise the examples until the table conforms to expectations. Thus the user extracts the table they wanted in the first place with less effort, leaving behind data the system can use to train models. As an added user benefit, if some other user has provided data about a given page, the user can simply download the current table with no interaction.

This approach presents several challenges in terms of both human factors and machine learning. Since our point of departure is that users without technical training typically perform these mundane web scraping tasks, we must ensure that the system is usable by end users without programming training. On the machine learning side, we examine which techniques supply high quality extrapolations while training and executing in time acceptable to a user in the loop. Additionally, we investigate the problem domain to determine which techniques generalize best from partial examples on disparate sites to complete scrapers for unseen sites.

### Automating Table Building

Many people often need to repeatedly retrieve information from the internet (Zimmerman et al. 2007). For example, a secretary who is given a list of names of people to invite to a meeting must retrieve their email addresses from a company directory to contact them, and then may additionally retrieve their titles and departmental affiliations from a separate online directory. In performing these tasks, people often look up multiple pieces of information repeatedly within a single database, or they combine information from more than one source (Zimmerman et al. 2009) This work is not hard, but it is very tedious and time consuming.

Researchers have worked to address this retrieval problem through the creation of programming-by-demonstration (PBD) systems that allow users to automate the process of scraping and combining information from various web pages. One example, Mixer, uses a spreadsheet interface where users copy and paste an
example of the information they want in order to train an agent to iteratively perform the remainder of the retrieval task (Gardiner et al. 2011). Testing of Mixer revealed that people with no training in programming could quickly and effectively train an agent to retrieve and join the information they desire. Mixer, however, relies on a wrapper program that describes the structure of each page (e.g., segmenting the text of a directory listing into a name, email address, and phone number). Mixer thus lowers the bar for automating repetitive data retrieval tasks, but leaves end users dependent on programmers to construct high-quality wrappers. Extending to end users the ability to construct their own wrappers fills a gap in the Mixer infrastructure, thereby “raising the ceiling” (Myers et al. 2000) of what end users can do without resorting to programmer assistance.

Many systems leverage wrappers to create datasets for a variety of applications. For example, similar wrapping can help mitigate accessibility issues (Kawanaka et al. 2008). So while the proximate motivation for enabling end user wrapper is to complete the Mixer vision, the wrappers generated have much wider applicability.

The present work extends Mixer by making a new tool we call SmartWrap, which allows end users to quickly and effectively create reusable wrappers for the pages they wish to scrape. Once one user has created a wrapper for a specific page, then any user can use Mixer to retrieve information from that page. SmartWrap, like Mixer, uses Programming By Demonstration (PBD), asking the user to provide examples of the first two rows of a dataset. This will allow rapid extraction of information on the web (e.g., train station elevator outages) for use in other applications, like transit apps.

**Approach**

**The Tiramisu Testbed**

The Tiramisu system allows riders to co-produce their city’s transit service in collaboration with the transit agency (Steinfeld et al. 2012; Zimmerman et al. 2011). Currently, riders leverage the smart phones they carry to generate and share GPS traces of bus locations and fullness ratings (Figure 1). This data is then aggregated in order to provide real-time arrival and fullness information to all riders. The riders collectively generate the information they desire, circumnavigating the need to install and pay maintenance for expensive proprietary systems. In addition, Tiramisu allows riders to report problems with the service and allows the transit service to identify, prioritize, and respond to service delivery needs. Tiramisu can also merge transit agency supplied automatic vehicle location (AVL) feeds with data contributed by the crowd. At this time, we are advancing Tiramisu by implementing a rider-to-rider and rider-to-agency messaging system to help improve rider and agency awareness of current transit system state. This message stream is the target deployment channel for detour, safety, and other information generated by technology developed under this work.
Tiramisu is designed to support the needs of riders with disabilities, a population that is dependent on transit for access to employment, health care, entertainment, and family. The app was developed using the principles of universal design, which support the incorporation of accessibility features in a manner that are valuable and useful to a broad population. For example, Tiramisu asks users to report vehicle fullness, which directly informs users of wheelchairs and those who need a seat for health or balance reasons. As a result of this focus on the needs of people with disabilities, Tiramisu received the 2012 FCC’s Chairman’s Award for Advancement in Accessibility in the Geo-Location Solutions category. Chairman Julius Genachowski presented this award to team representatives at a ceremony at the FCC.
Tiramisu’s core development has been funded by the Rehabilitation Engineering Research Center on Accessible Public Transit (RERC-APT; www.rercapt.org) and the Traffic21 program. It has been deployed since the summer of 2011 through a spinout company Tiramisu Transit, LLC and is available to the public (www.tiramisutransit.com). The company also received a US DOT SBIR Phase I grant to evaluate revenue models for eventual self-sustainability.

Tiramisu has an installed base of thousands of users, who have contributed roughly 200k trip contributions and opened the application over a million times. The app is available for iPhones and Android, with deployments in Pittsburgh (Port Authority of Allegheny County), New York City (Metropolitan Transportation Authority), and Syracuse (Central New York Regional Transportation Authority).

As a result, the team has a significant installed base for examining technologies developed under UTC funding. The messaging version of Tiramisu is slated to be deployed to the public in early 2014. Aspects of the message stream architecture have been explicitly designed to support data generated by the tools described in this report.

**Structured Information Gathering**

Most database driven webpages present a sequence of records from an underlying dataset, and each record employs a *schema*, displaying mostly the same fields. For example, a webpage listing books may display in the record for each book a title, an author, and a picture of the cover. When generating a webpage from a database, the site would transform the records into HTML, resulting in the records appearing with a specific layout intended to support the users task. Sites use a wide variety of layouts. In the book example, the site might place cover, title, and author in consecutive cells (Figure 2a), or might place the cover on the left with title and author stacked to the right (Figure 2d).

The wrapper recovers the underlying dataset from the HTML – to reverse the transformation. A wrapper is *reusable* when it can be used to scrape different data presented through the same layout.
Several phenomena occur with sufficient frequency in real web tables to merit consideration. First, the web page may contain *multiple* datasets, and the user may want to construct a wrapper that extracts more than one of them. More subtly, a web page may contain *nesting*, wherein a record contains sub-records that a user wishes to scrape in the spreadsheet.

Given that many users do, in practice, scrape datasets from web pages into useable spreadsheets (Tomasic et al. 2007), it is clear that they are able to locate the relevant data and to formulate it as a table in the context of constructing a spreadsheet for personal consumption. The tasks, trivial for humans, of identifying and understanding the transformations of datasets presented visually, are known to be beyond the current state of the art for fully automatic systems (see e.g., Venetis et al. 2011). The central question here is whether end users can communicate these transformations to a collaborating software system. The question decomposes into two issues: can users effectively communicate (a) what pieces of data are provided by the schema and (b) where those pieces of data are positioned by the transformation? Conversely, can the software system effectively assist the user to produce a working wrapper?

Figure 2: Different visual layouts possible for the same data. Note that while all are frequently presented via the HTML table tag, only (a) adheres to the semantics of the underlying table. Many variations of (d) and (e) are possible. While it is possible to alter layouts for some sites, legacy systems with useful transportation data are often too expensive to modify.
Related Approaches

Nardi (1993) notes the widespread use of sophisticated forms in human-human interaction, and the surprising facility of nontechnical people in rapidly learning and making use of them. She also observes that users can more readily assimilate new formal representations when they have a preexisting interest or job-related requirement to do so. Rode et al (Rode et al. 2004) note the same phenomenon. They note the similarity between ovens and VCRs in terms of programming. Abstractly, both devices allow users to instruct a device to turn on at a specified time and run for a specified duration, and to set the state of a specific feature: the channel of the VCR and the temperature of the oven. Surprisingly, despite the indistinguishability of the tasks at the abstract level, they found a pronounced gender difference in users’ abilities to perform the tasks. Women, who generally exert more control over the kitchen, had more success programming ovens, and conversely, men, who generally exert more control over entertainment devices in the home, had more success programming VCRs. These research results lead us to speculate that one reason office workers have not readily accepted PBD systems is that they cast the task as “programming”: a type of work that generally falls outside the common social role description for an administrator. Mixer and SmartWrap address this by specifically disguising the fact that the administrator is programming when interacting with the tool.

Malone et al (1987) note the potential of semi-structured forms as a means of expressing human practice and intention in a manner that is amenable to agent assistance. Their work focuses on structuring email conversations so that agents can assist in the coordination of human activities, essentially providing a mechanism for the agent to eavesdrop on the human communication. VIO (Zimmerman et al. 2007) complements Malone by providing the reverse: a form mechanism whereby users are given insight into the actions of the agent, and hence the opportunity to identify and repair agent errors.

Nardi and Miller (1990) build on the work of Lewis and Olson (1987) in singling out spreadsheets, which can be viewed as frameworks for the creation of ad hoc forms, as an emblematic context where people routinely “program”, in the sense that they induce nontrivial computational behavior. Nardi and Miller delineate several specific aspects of spreadsheets which render them particularly acceptable to end user interviewees. First, the computational paradigm of spreadsheets matches the way the end user conceptualizes the task; Norman (Norman and Draper 1986) characterizes this alignment as bridging the “Gulf of Execution” between the user’s conceptualization of the goal and the system’s formalism. In particular, the high-level functions provided by the spreadsheet shield the user from the difficult task of “synthesizing” the desired functionality from simpler primitives. Secondly, spreadsheets compactly represent the entire task in a single tabular view, often on a single screen.
Our previous Mixer research demonstrated that these advantages of spreadsheets apply to administrators approaching data integration tasks, specifically pointing out the conceptual alignment between user and agent as well as the unified nature of the shared table representation. Several other systems settle on a similar tabular interface between the user and an observing PBD web data integration agent. Vegemite (Lin et al. 2009) asks the user to create a set of “VegeTables,” each of which corresponds to a script for combining two websites. Karma (Tuchinda et al. 2007), Dontcheva et al. (2007), and Mashroom (Wang et al. 2009) build separate tables for each extracted website; additionally, Mashroom explicitly uses nested tables (specifically with an eye towards comprehensibility by end users). Each of these systems asks the user to explicitly “merge” extractions from different websites into a coherent table. In contrast, Mixer and SmartWrap encourage the user to construct the single, unified table that seems to match the user’s underlying conceptualization of the task. This spares the user the confusion inherent in synthesizing, or merging, the results of the various subtasks together. As a consequence, Mixer enables users to construct integration tasks over one website, or over several websites, without necessarily observing the distinction.

Mixed-initiative research focuses on advancing methods for collaboration between computer agents and people where each party has its own knowledge, ways of reasoning, and abilities to understand and act in order to advance toward a common goal (“Mixed-Initiative Interaction” 1999; Horvitz 2007). Many issues remain to be answered, including several interrelated needs with respect to interaction between agent assistants and people (Tecuci et al. 2007):

- **Awareness:** knowledge of problem and goal must be shared by human and software tool.
- **Task:** roles and responsibilities must be shared between human and tool.
- **Communication:** both human and tool must be able to express knowledge and needs.

PBD interfaces present a particular challenge with respect to the awareness issue: the user and the system have a fundamental mismatch with respect to the goal of the interaction. The central goal of a PBD system is to infer a program from the user’s actions; for the user the construction of the program is subsidiary, at best, to the goal of completing some task. As noted above, (Rode et al. 2004) observe that users are far less successful in performing programming tasks outside their perceived area of responsibility. Consequently, Mixer explicitly attempts to avoid presenting the user with tasks that feel like programming.

The task issue concerns the division of action between humans and software. The principal actions of a PBD session (Kosbie and Myers 1993) are program demonstration (or creation), program invocation, and program execution. Mixer incrementally constructs a program by observing all actions taken within the browser, from the time that the user invokes Mixer to the time that the user presses
a button to invoke the demonstrated program. Mixer then executes the program. Thus Mixer presents a strong distinction between user actions (before invocation) and system actions (after invocation). This separation of activity is stricter in Mixer than in some PBD systems, such as Eager (Cypher 1993), which assist the user in deciding when to invoke the observed behavior.

The communication issue arises in a couple of ways from what Cypher (2010) calls the classic challenges of PBD: (1) inferring the user’s intent; and (2) presenting the created program to the user. The first challenge concerns the user communicating with the system via the demonstrated actions, and the second challenge concerns the system communicating the recorded action sequence to the user.

The first challenge arises because the user’s actions usually insufficiently delineate a unique program, a point illustrated by Lau et al with an explicit version space argument (Lau et al. 2003). PLOW (Allen et al. 2007) receives richer input from the user by eliciting and utilizing natural language explanations for the user’s actions. Wrangler (Kandel et al. 2011) asks the user to select after each action the statement in the implementation language corresponding to the level of generalization required. Rather than eliciting additional input from the user, Mixer overcomes the problem by exploiting rather strong simplifying assumptions about the types of problems Mixer is expected to solve.

The user has the responsibility to demonstrate their knowledge of a single row of the table, and Mixer assumes full responsibility for inferring the best possible procedure from that demonstration. Although the user need not understand the workings (or even the existence) of the program, the user does need to be aware that the agent is observing; in other words, the user is expected to take an “intentional stance” (Dennett 1987; Maulsby and Witten 1993) with respect to showing Mixer how to perform the desired task. Mixer asks the user to intentionally demonstrate similar information to that detected automatically by TX2 (Bigham et al. 2009).

As to the second challenge, (Modugno and Myers 1993) further delineate the communication role played by the program in PBD systems, as a list of opportunities presented to the user:

- the user can confirm that the program will behave as desired;
- the user can correct or generalize the program; and
- the user can store all or part of the program for later use or modification.

Mixer provides limited information about the inferred program through the intermediate depiction of the workspace, giving the user implicit confirmation responsibility as well as some ability to correct unexpected columns in the workspace.
Although many PBD systems outside the web context communicate the program in forms other than as lines of code, the code approach is the most common in web PBD systems. Chickenfoot (Bolin 2005) records web actions as general JavaScript. CoScripter (Leshed et al. 2008) chooses a slightly more user-friendly approach, representing the program in a “sloppy” or natural programming language. Query-by-Example and Office-by-Example (Zloof 1981) utilize a form as a shared communication structure, but require a user to understand and specify programmatic variable structure within the forms. Mixer uses a single nested table form as the principal communication medium between the human and the agent, which diminishes the variety of programs Mixer can produce but dramatically simplifies the user’s interaction with the system.

Over the last few years there has been a great amount of research interest in streamlining the process of creating web mashups (Beemer and Gregg 2009). By focusing on ad hoc reports rather than mashups (i.e. the output rather than the program), Mixer differs philosophically from many mashup projects; in particular, Mixer aims to allow users to conceptualize data integration problems uniformly, whether or not some pieces of information lie across web server boundaries. Whereas mashup systems emphasize reusability and generality, Mixer focuses on how administrators can retrieve and integrate the types of data they need for their jobs.

Nevertheless, Mixer shares some overlap with mashup systems in that Mixer presents a user-friendly solution to the source modeling and data integration problems, with particular attention to the database joins. Thus, Mixer could coexist in a mashup ecosystem with user-appropriate solutions to wrapper generation (e.g. reform (Toomim et al. 2009) or the summaries of Dontcheva et al (2006)) or data cleaning (e.g. Potters Wheel (Raman and Hellerstein 2001) or Potluck (Huynh et al. 2007)). Mash Maker (Ennals et al. 2007) provides a representative mashup ecosystem, distinguishing between end user-specified wrappers and developer-provided widgets, which combine and visualize the wrapped data. In this perspective, Mixer presents a mechanism for nonprogrammers to create useful widgets without developer intervention.

**SmartWrap Design Process and Design**

Our goal was to develop a tool that allows end-users to show the tool the idiosyncratic pattern of a specific page and the underlying dataset, resulting in a reusable wrapper. The tool needed to make wrapper construction both faster and cheaper than hiring a programmer or having users write their own program.

Our goals led us to two requirements. First, we needed a tool that could be used by people not formally trained in programming. The tool works as part of a network for sharing and running wrappers contributed by the crowd. In this context we expect a subset of “gardeners” (Nardi 1993) to either self-select themselves from the crowd and opportunistically take on wrapper construction or to be assigned to their role as
part of their job duties. Second, the interface needed to create a shared understanding between the user and the tool on what the tool could and did understand in order for the user to successfully express the layout as a dataset.

We implemented the combination of SmartWrap (with Mixer) as a Firefox extension. The tool can analyze contents of visited pages while the tool is active. When the tool is not active, it does not observe anything; the user must explicitly activate the tool to begin the process of creating a wrapper.

When the user encounters a page they wish to wrap, they press a button in the browser. The tool then opens a sidebar to the right of the target window showing a spreadsheet-like interface ready to be filled with data (Figure 3). The left pane displays and maintains an unaltered view of the target, allowing the user to maintain an overview of both the page being wrapped and the state of the wrapper construction. We selected a spreadsheet table metaphor due to previous success with this end-user programming metaphor. In addition, the outline of the spreadsheet shows a blank first and second row for a single column, helping to communicate the user’s task of constructing the first two rows of a table to communicate the dataset to the agent.
To select an item, the user clicks and drags the blue-boxed item over to the right-hand pane, and drops it into the appropriate cell. After the drop, SmartWrap provides two forms of feedback. First, the spreadsheet incorporates the new content and provides an additional column for the user to drop new content into. Simultaneously, an orange highlight appears, letting users know which elements on the target page have been incorporated into the wrapper.

Using the same drag-and-drop procedure, the user populates the remaining fields into the spreadsheet. When the column headers and table name are explicitly represented in the webpage, they can be dragged using the same mechanism. When they are not available, the user may manually type them in. The tool does not require the user to fill the first row before providing the second; the user is free to work in whatever order they like. This freedom allows the user to construct the table in an exploratory manner, simply trying out different alternatives of the spreadsheet until they are satisfied. The tool allows for backing out of rejected alternatives, or simply mistakes, by allowing the user to remove the contents of any individual cell in the spreadsheet; an Undo button removes the cell most recently added, allowing the user to back up through previous spreadsheet states.
When the user is satisfied that the two rows of the spreadsheet correspond accurately with two of the rows of the underlying table, they initiate the construction of the wrapper for the webpage by selecting the "Preview" button. In response, the tool sends the examples to a server, which extrapolates a wrapper for the page. The tool immediately runs the wrapper on the webpage and extracts the remaining rows of the underlying table. It then displays the extracted result in a new tab in the left-hand pane of the browser window (Figure 4). The user can easily check that the output of the wrapper visually matches the examples in the demonstrated table. Additionally, all of the fields of the dataset are highlighted in the original webpage, so the user can switch to that tab and scan to make sure all the extracted fields are as expected.

If the user is satisfied that the wrapper has extracted the correct information, they can endorse the wrapper by selecting the “Save and Close” button. This uploads the constructed wrapper to a central server and makes it available to anyone wishing to use the demonstrated data from this page.

If the output of the wrapper is not correct, the user can drag more information to replace or augment the information in the example cells, and try again. Alternately, the user can discard all or part of the present table and construct the table anew. The extracted tables are free of HTML markup and other aesthetic details, thus making them easy to integrate into other software.
Parsing Detour Alerts

Another challenge for automated data gathering is handling natural language text, especially for content tied to key transit objects, like routes and stops. Figure 5 is an example detour notice for the Port Authority. None of this text is constructed or marked up for easy machine understanding. Our colleagues from the Language Technologies Institute on the NSF-funded Let’s Go! project run an automated, phone-based transit information system for Pittsburgh. This spoken dialog system allows users to call in and request transit information using natural speech, rather than phone trees and constrained spoken commands. The Tiramisu team supplies real-time information for their system.

The Let’s Go! team has developed natural language processing techniques for converting Port Authority detour notices into a machine usable form. Under the UTC effort and in parallel with the SmartWrap effort, they have prepared and implemented a method for passing this machine usable detour information to Tiramisu. This information will be inserted into the message system for rider use.

![Port Authority detour notice](image)

**Figure 5:** Example detour announcement from the Port Authority of Allegheny County.
Methodology

SmartWrap User Study

In order to validate our approach, we conducted an empirical study to see if our technology would allow users with limited computer expertise to create reusable wrappers.

We manually selected a subset of webpages to wrap containing a broad selection of the design-table patterns. We expected that simple tables would be easy – indeed trivial – to transfer into spreadsheets, so we selected several simple tables as introductory tasks (tasks 1-4), allowing users to gain confidence in the use of the tool. Although tasks 1-4 were all simple tables, they differed in that tasks 3 and 4 contained significantly more columns than tasks 1 and 2. Tasks 5-7 were lists. Task 8 was a grid. Task 9 was a formatted table, but with the added complication that the page contained multiple tables. Tasks 10 and 11 were simple tables that exhibited nesting.

We recruited 30 participants to come to our lab. Participants were recruited from a website that maintains contact with local people interested in participating in research studies for money or other reward. The website requires participants to be over 18 for reasons of consent, and this was our only exclusion criterion. Each participant took a brief survey [6] about their technical background, including exposure to programming and/or programming instruction. Each participant was given a brief introduction to the tool, and then asked to watch a series of short training videos describing use of the tool. We chose to use training videos as the emergence of YouTube has made this a common way for people to learn how to perform specific software tasks. We asked participants to proceed through the tasks 1 through 11 sequentially, allowing them to access the training videos as needed.

While performing the tasks, we asked them to “think aloud” in order to capture their understanding of both the task and their sense of how the tool worked. We recorded all screen actions and narratives for subsequent analysis. We asked participants to strive for completeness and accuracy in the extracted spreadsheets, but told them that they could skip a task if they felt frustrated after several attempts. We never asked them to complete the tasks as quickly as possible.

Findings

User Study Results

The 30 participants exhibited a fairly diverse array of technical backgrounds. All reported basic computer skills, including opening programs and using copy and paste. Twenty-five (25) of the participants (83%) reported using a formula in a
spreadsheet. Twelve (40%) reported having written a program. Throughout the following analysis, we denote this latter group as programmers, and the remainder as nonprogrammers. Of the 12 programmers, 7 reported having used advanced programming techniques, such as recursion.

Over the course of the study, participants spent 1106 minutes attempting 252 tasks. Of the attempted tasks, 222 tasks (88%) were completed correctly, in the sense that participants successfully placed two rows of the data into the spreadsheet interface. The remaining 30 were abandoned. The mean time spent on a wrapper was 4:24 and the median was 3:10; these measurements include the time spent on a task before abandonment. 72% of the tasks were completed in less than 5 minutes, and 94% were completed in less than 10 minutes. Summary findings are presented in Table 1.

On average, each participant successfully completed 8 tasks, with a standard deviation of 3 tasks. Two participants, both nonprogrammers, spent 35 minutes on 4 and 3 tasks respectively without completing any tasks; these two participants are removed from the subsequent quantitative analyses as outliers. Programmers were more successful overall than nonprogrammers: 83% of tasks attempted by nonprogrammers were successful versus 97% of tasks attempted by programmers. The increased success rate of programmers was particularly marked in the tasks involving multiple tables and nesting. The baseline improvement for being a programmer was 14% (97% - 83%). An independent samples t-test rejects the null hypothesis that the difference in success rate is zero: t(83) = 2.08, p = 0.04. This implies programmers had better performance.

Some participants encountered difficulty with dragging and navigation, especially during Task 4. Also, some column heads were undraggable, so participants eventually typed the undraggable column headings’ content into the spreadsheet. Other problems included replacing content of an occupied cell, uncertainty about SmartWrap’s ability to understand dragged images (it can), and accurately dropping dragged content into a cell.
Table 1: Summary of participant completion of the individual tasks. The final column shows how many fields the participant had to drag for the most complete spreadsheet and how many total fields were extracted into that spreadsheet.

<table>
<thead>
<tr>
<th>Task</th>
<th>Success</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1: simple</td>
<td>90%</td>
<td>3:43 ± 3:45</td>
</tr>
<tr>
<td>T2: simple</td>
<td>92%</td>
<td>4:18 ± 4:44</td>
</tr>
<tr>
<td>T3: simple</td>
<td>92%</td>
<td>3:23 ± 1:13</td>
</tr>
<tr>
<td>T4: simple</td>
<td>60%</td>
<td>6:05 ± 3:55</td>
</tr>
<tr>
<td>T5: list</td>
<td>90%</td>
<td>2:37 ± 1:49</td>
</tr>
<tr>
<td>T6: list</td>
<td>94%</td>
<td>4:26 ± 2:25</td>
</tr>
<tr>
<td>T7: list</td>
<td>94%</td>
<td>3:16 ± 2:04</td>
</tr>
<tr>
<td>T8: grid</td>
<td>87%</td>
<td>4:12 ± 3:44</td>
</tr>
<tr>
<td>T9: multi</td>
<td>80%</td>
<td>5:29 ± 4:17</td>
</tr>
<tr>
<td>T10: nested</td>
<td>73%</td>
<td>5:39 ± 2:37</td>
</tr>
<tr>
<td>T11: nested</td>
<td>43%</td>
<td>2:51 ± 1:30</td>
</tr>
</tbody>
</table>

On Tasks 10 and 11, containing nested data, 60% of participants constructed on the first attempt a spreadsheet repeating the nesting field. 80% constructed this variant eventually, and were counted as correct for the task in the analysis above. This is a promising result for a complex action on their first exposure to the system.

Twenty-two (22) participants commented on the “magic pixel” behavior of the blue box as it moved around the page, usually as they were trying to determine the exact spot to outline the content they wanted.

User remarks clearly showed a need for specific improvements in the user interaction. However, there was clear evidence of appreciation for the tool. Ten participants volunteered praise for the tool in the think aloud. Five participants offered general praise for the tool, calling it “real cool” or “pretty neat.” Two participants stated that they would envision using the tool in their daily lives.

Discussion

The overall success rates in Table was promising, suggesting that most people will be able to use the tool to position the parts of the dataset in the spreadsheet interface. Two participants failed to complete any tasks, reinforcing the notion that not every end user has the cognitive skills to participate in wrapper construction. The above findings, however, indicate that programming training is not a necessary prerequisite for constructing wrapper. Programmers do have a higher rate of success.
The overall short amounts of time spent on each task was also encouraging. Extrapolating from the data suggests that about 95% of web pages containing datasets could be wrapped in under 10 minutes. The task of programming a wrapper by hand for a web page, like any nontrivial programming task, is difficult to complete in such a short time. As an additional comparison, manually scraping the task pages into a spreadsheet is likely to take longer too.

There is also a need to iterate on the user interaction design, thereby incorporating lessons drawn from the participants experiences to make SmartWrap easier to teach. In addition to reducing frustration, this will increase success rates and decrease task completion time.

There is also a need to better articulate what SmartWrap is able to accomplish. Improved training videos are a logical first step. Many users, however, will not use or attend to available documentation. Another approach to encouraging complex actions is to have the tool ask the user whether they want certain actions to occur when the user comes close to executing a complex action, making it clear that the tool supports such functionality.

**Conclusions**

We have shown that approaches like SmartWrap have the potential to rapidly accelerate the gathering of information from the web for use in applications like Tiramisu. The study demonstrated that end users can successfully make use of the tool for a broad array of common layouts in use on the web, explicitly establishing that people without training in programming can do so. The issue of whether this approach can be extended to support real-life tasks in transit and other transportation applications is a separate issue which would require further study. We hope to demonstrate this by passing extracted information to users through an eventual release of Tiramisu.

**Recommendations**

In an ideal world, information sources will provide relevant open data to third parties through standardized, software friendly formats (GeoAccess 2011). Likewise, web tables would be formatted and populated using standard techniques with appropriate HTML markup, thus limiting the need for custom web scraping tools and approaches like SmartWrap. Besides the positive impact better HTML practices would have on the retrieval and scraping of data, this would also increase the accessibility of web content for users who are blind and use a screen reader for web surfing.
Unfortunately, we do not have high expectations that best practices will be adopted and maintained. This is based on the widespread lack of adherence to current standards, even for basic web standards like HTML. There is also an ever-growing number of legacy webpages that will not be altered to the extreme cost of modifying existing software. This problem is especially prevalent for cash-strapped transit agencies. Therefore, it important to develop and deploy solutions like SmartWrap to bridge this gap.

Another important step would be for information about non-standard scenarios (e.g., detour notices, closures, etc) to be provided in machine-friendly structures, not just in narrative text form. This would limit the need for natural language processing and encourage dissemination of this important information to riders by third party app developers. Some agencies are moving in this direction and the new GTFS-Realtime standard includes methods for sharing this kind of data (https://developers.google.com/transit/gtfs-realtime/).
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